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Abstract

Background: For peer assessment, reliability (i.e., consistency in ratings across peers)
and validity (i.e., consistency of peer ratings with instructors or experts) are fre-
quently examined in the research literature to address a central concern of instruc-
tors and students. Although the average levels are generally promising, both
reliability and validity can vary substantially from context to context. Meta-analyses
have identified a few moderators that are related to peer assessment reliability/valid-
ity, but they have lacked statistical power to systematically investigate many modera-
tors or disentangle correlated moderators.

Obijectives: The current study fills this gap by addressing what variables influence
peer assessment reliability/validity using a large-scale, cross-context dataset from a
shared online peer assessment platform.

Methods: Using multi-level structural equation models, we examined three catego-
ries of variables: (1) variables related to the context of peer assessment; (2) variables
related to the peer assessment task itself; and (3) variables related to rating rubrics of
peer assessment.

Results and Conclusions: We found that the extent to which assessment documents
varied in quality on the given rubric played a central role in mediating the effect from
different predictors to peer assessment reliability/validity. Other variables that are
significantly associated with reliability and validity included: Education Level,
Language, Discipline, Average Ability of Peer Raters, Draft Number, Assignment
Number, Class Size, Average Number of Raters, and Length of Rubric Description.
The results provide information to guide practitioners on how to improve reliability

and validity of peer assessments.
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complete more open-ended tasks (e.g., essays, papers, or projects) and
human judgement is essential for providing feedback and evaluation.

Peer assessment is an educational activity where students assess the Earlier implementation of peer assessment was mainly

quality of work by other students of approximately equal status.
It has become increasingly common in performance assessments
(i.e., opposed to traditional assessments such as assessments with

mostly multiple-choice questions) where students are required to

paper-and-pencil-based in small classrooms (Luxton-Reilly, 2009). The
development of online peer assessment systems made it easier to
implement peer assessment in large classes with many desirable func-

tionalities embedded, which would not be possible or easy with only a
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paper-and-pencil mode. In addition, the functions (e.g., anonymity,
random assignment, and judgements of comment helpfulness) embed-
ded in online peer assessment systems have changed peer assessment
processes and thereby influenced peer assessment results. For exam-
ple, online peer assessment facilitates random assignment of raters to
ratees, anonymity and accountability in assessment, and implementa-
tion of different levels of structure in supporting peer assessment
(Cho & Schunn, 2007; Gielen & De Wever, 2015; Luxton-Reilly, 2009;
Zong et al., 2021). Participation in back-evaluation (i.e., ratees evalu-
ated the quality of feedback they received from raters by rating the
helpfulness of the feedback) also improved peer assessment quality
(Patchan et al., 2017; Wu & Schunn, 2021). In addition, back-evalua-
tion is included in peer assessment to give raters accountability pres-
sures to provide quality feedback.

Research attention on peer assessment has often focused on peer
rating reliability and validity (e.g., Chang et al., 2011; Cho et al., 2006;
Falchikov & Goldfinch, 2000; Li et al., 2016). Reliability (e.g., the consis-
tency of evaluations across raters or time) and validity (e.g., the consis-
tency of evaluations with external criteria) are two related but different
concepts, although the peer assessment literature sometimes failed to
differentiate the two (Topping, 1998). When the quality of peer assess-
ment results is studied as compared to expert assessment
(e.g., correlation between peer and expert ratings; e.g., Falchikov &
Goldfinch, 2000; Li et al., 2016), it is predominantly a validity issue in
which the expert assessments (e.g., instructor assessments) are the
external criteria, which is one type of validity evidence as defined in cur-
rent psychological and educational measurement standards (AERA
et al,, 2014). By contrast, it is a reliability issue when the quality of peer
assessment results is evaluated in terms of inter-rater consistency among
peer raters (e.g., Cho et al., 2006). While reliability and validity issues in
peer assessment can be much broader than what has been documented
in literature, we focus here on these prevailing conceptual and opera-
tional definitions of reliability (i.e., the inter-rater consistency among peer
raters) and validity (i.e., the consistency between peers and experts).

Online peer assessment reliability and validity have been investi-
gated by calculating the consistency among peer ratings and comparing
peer ratings and instructor ratings (e.g., Schunn et al., 2016; Tseng &
Tsai, 2007; Zhang et al., 2020). However, little empirical research has
been conducted to analyse what may influence online peer assessment
reliability and validity except several meta-analyses that investigated
variables that may impact peer rating reliability and validity through
moderator analyses (e.g., Double et al., 2019; Li et al., 2016; Zheng
et al., 2019). A moderator analysis takes a step towards explaining the
observed variation in effect sizes of different studies. However, most
moderator analyses in meta-analysis studies had power limitations,
which resulted in finding relatively few significant moderators (e.g., Li
et al., 2016, 2020) and not being able to address potential statistical
confounds among different moderators (e.g., Double et al., 2019; Li,
Bialo et al., 2021, Li, Zhao et al., 2021; Zheng et al., 2019). To sum up,
meta-analyses are excellent from an external validity perspective—
distilling common patterns across a wide range of study contexts. How-
ever, the known drawbacks of meta-analysis are also related to this
context variation: (1) threats to internal validity when synthesising
research results from very different contexts, and (2) the challenge of
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explaining the different results in different studies (Cortina, 2016;
Glass, 2000).

In the current study, we address the research question of what
factors influence peer assessment reliability and validity using a large-
scale, cross-context dataset (i.e., 374 courses from 88 different insti-
tutions, representing 19,722 total students) collected from an online
peer assessment system. This specific research design has important
complementary methodological advantages in comparison with gen-
eral meta-analysis for investigating variation in peer assessment reli-
ability and validity. Although validity seems to be more important in a
general sense due to its connection to assessment result interpreta-
tion, reliability is important in a practical sense because the disagree-
ment in peer ratings can confuse assessees and harm their motivation
and trust in this pedagogical effective approach (Cho et al., 2006). By
setting a common ground for comparison, such as using the same
online peer assessment system and using the exact same measures of
reliability/validity across different courses, it addresses the problem
of incomparability of effect sizes in meta-analyses as well as reducing
extraneous context factors that threaten internal validity and reduce
analysis power.

Consistent with the typologies used in the literature to characterise
the diversity of approaches, applications, and contexts of peer assess-
ment (Gielen et al., 2011; Topping, 1998), we examined different cate-
gories of variables that may influence peer assessment reliability and
validity (i.e., a form of moderator analysis), including (1) variables related
to the context; (2) variables related to the task itself; and (3) variables
related to rating rubrics. From (1) to (3), variables ranged from measures
of a broader context to those related to more granular procedures.
While (1) and (2) have been studied more in literature (e.g., Li
et al,, 2016), (3) was rarely studied. We used this framework to both
align with the existing typologies in peer assessment literature as well
as to emphasise the unique contribution of the current study. The vari-
ables collected in the current study were extracted directly from the
online system rather than being human-coded, which further reduces a
source of noise that is common in meta-analyses (i.e., errors in modera-
tor coding). In addition, thanks to the wide use of the system, we col-
lected thousands of instances of reliability/validity measures, which
produced much greater power for the moderator analysis, as compared
to only dozens to a few hundreds of effect sizes that are typically
included in meta-analyses. With those advantages of the current study,
we believe the results will shed light on important factors driving peer
assessment reliability and validity, which can guide practitioners on
when peer assessment is likely to be reliable and how to effectively
conduct peer assessment activities, as well as inform theories of perfor-

mance and learning from peer assessment.

2 | LITERATURE REVIEW

2.1 | Online peer assessment reliability and validity
To be consistent with current educational and psychological measure-
ment standards (AERA et al., 2014), peer assessment reliability is oper-
ationally defined in this study as the inter-rater consistency among
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peer raters while validity is operationally defined as the consistency
between peers and experts. Defined this way, the reliability and valid-
ity of peer assessment have been found to be, on average, at or above
acceptable levels (e.g., Schunn et al., 2016; Tseng & Tsai, 2007;
Xiao & Lucking, 2008; Zhang et al., 2020).

Inter-rater reliabilities, in particular, were reported to be medium
to high in different online peer assessment studies in both K-12 and
higher education settings. For example, Tseng and Tsai (2007) carried
out a study of online peer assessment in a high school computer sci-
ence course. They found that the inter-rater reliability (IRR) of peer
ratings (among 10 peers) was between 0.70 and 0.81 (using Cron-
bach's alpha), and the alpha coefficients were the highest for the sec-
ond round of peer assessment and the lowest for the third round of
peer assessment. In high school AP writing classes, Schunn et al.
(2016) examined a large number of secondary school students (1215
students) enrolled in AP writing courses, and reported intraclass corre-
lations (ICCs) above 0.4 among peer raters. Similar patterns were
found in higher education settings as well. For example, an online peer
assessment study of 16 different science courses in higher education
reported an IRR among peer raters that was generally medium to high,
ranging from 0.45 to 0.88 (Cho et al., 2006).

Similarly, when examining validity, correlations between peer rat-
ings and expert ratings were reported to be medium to high. In a high
school computer course, Tseng and Tsai (2007) reported that the cor-
relations between peer ratings and expert ratings (i.e., validity of
online peer grading) were medium to high, ranging from 0.49 to 0.79.
In the high school AP writing class, the correlations between instruc-
tor ratings and mean student ratings were between 0.4 and 0.6 on dif-
ferent assessment dimensions (i.e., the different aspects that student
work was rated on) (Schunn et al., 2016). Strong correlations have also
been found between anonymous peer ratings and expert ratings in
undergraduate writing classes of English native speakers (e.g., Xiao &
Lucking, 2008) and English as a Foreign Language (EFL) learners
(e.g., Zhang et al., 2020). By performing an experiment of online peer
assessment in higher education, Bouzidi and Jaillet (2009) compared
peer ratings to instructor ratings, and found the correlations were
high, ranging from 0.88 to 0.91. They claimed that online peer assess-
ment could be trusted when at least four peers rated the same exam
paper. A more recent meta-analysis found a high average correlation
between peer and instructor ratings of 0.63 (Li et al., 2016). However,
not all studies in the meta-analysis reported high levels of validity.
The varied levels may be related to how the peer assessment was car-
ried out (Patchan et al., 2017; Schunn et al., 2016).

2.2 Variables influencing peer assessment
reliability and validity

Few studies have formally examined what variables might influence
online peer assessment reliability and validity. This section will con-
sider both online peer assessment and traditional peer assessment

studies given the scarcity of moderator analyses in peer assessment in
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general. In this broader literature, a wide variety of variables has been
found to be related to peer assessment reliability or validity. The vari-
ables are organised in three broad categories: (1) variables related to
the context of peer assessment; (2) variables related to the peer
assessment task itself; and (3) variables related to rating rubrics. Vari-
ables in category 1 are at a larger grainsize and are usually a constant
within a course, while variables in category 3 are at more fine grain-
size and may vary even within one peer assessment task. Within these
categories, we focus on the specific variables that can be studied
within the peer assessment system we examined. Some variables
could be conceptually meaningful at multiple grainsizes but could not
be simultaneously included at each grainsize because of collinearity
issues. These variables were included at the finest grainsize because it

would capture more information.

2.2.1 | Variables related to the context

There has been growing emphasis on the role of context in influencing
peer assessment results (Topping, 1998). Contextual variables are
about the broader context under which the peer assessment activity
is conducted. This category includes variables related to school/
institution and those related to course characteristics. Context-level
variables examined in the present study included Education Level,
Language, and Discipline.

Education level

Peer assessment has been used in elementary, secondary, undergrad-
uate, and graduate education, but it may be especially common in ter-
tiary education because college students may be more likely to have
the skills and expertise needed for effective peer assessment.
Research results on peer assessment in high school suggests that stu-
dents are able to provide reliable and valid assessment results to their
peers (Bouzidi & Jaillet, 2009; Sanchez et al, 2017; Schunn
et al., 2016; Tseng & Tsai, 2007), particularly when guided by a care-
fully designed rubric and supportive peer assessment system. Sadler
and Good (2006) even found a very high correlation between middle
school students' peer evaluations and teachers' evaluations.

Two meta-analyses have found that advanced-level or graduate-
level courses had higher correlations with instructor ratings than did
introductory or lower-level courses (Falchikov & Goldfinch, 2000; Li
et al., 2016). However, with increasing level, there are also likely to be
increasingly difficult problems to detect in student work; therefore, from
a theoretical perspective, it may be that reliability and validity hold rela-
tively constant across levels. The findings in the meta-analyses may have
involved confounds between education level and other characteristics.
For example, tertiary education might have been more likely to use
online systems that include useful scaffolds for raising reliability. Overall,
there is no data directly comparing K-12 students to tertiary students in
terms of peer assessment reliability or validity. There are theoretical
arguments for and against an effect of education level coupled with lim-

ited amount of evidence across many levels.



+ | WILEYournal of Computer Assisted Learning

Language

Another contextual level variable is the language students use for peer
assessment. In addition to being a common instructional technique for
students in their native language, peer assessment is also widely used
in EFL and ESL classrooms (e.g., Birjandi & Hadidi Tamjid, 2012; Gao
et al,, 2019; Matsuno, 2009; Saito, 2008). However, if peer assess-
ment is conducted in a language that is different from students' native
language, it may increase the difficulty of providing informative feed-
back in this process.

The literature on peer assessment in EFL or ESL classrooms does
report some concerns about validity and reliability. For example,
Matsuno (2009) reported peer raters in an EFL writing class of a
Japanese university were lenient (i.e., tended to rate higher than
instructors) in evaluating their peers in general, but also tended to
grade high-achieving writers lower and low-achieving writers higher—
a central tendency effect. By contrast, Rasouli and Esfandiari (2022)
found Iranian EFL students were too severe (i.e., tended to rate lower
than instructors) in rating English essays, and advanced peer raters
showed more variability in their severity compared with their interme-
diate counterparts. In EFL classrooms, different patterns have also
been observed when reliability and validity were considered on
separate dimensions of rubrics, with some dimensions targeting
higher-level aspects (i.e., content and structure) while other dimen-
sions targeting lower-level aspects (i.e., grammar and vocabulary). For
example, Zhang et al. (2020) found that peer assessment reliability
among EFL students was generally high for all assessment dimensions,
but validity was much higher for the higher-level aspects (e.g., unity,
support, and coherence) than that for the lower-level aspects
(e.g., wording and sentence skills).

The existing literature does not suggest a consistent pattern for
the relationship between language level and assessment accuracy.
Generally, students in EFL or ESL classrooms are often given simpler
English writing assignments, so their reliability and validity of peer
assessments are not necessarily lower in general, although EFL or ESL
students on average have less fluency in English as English native
speakers. Indeed, some studies have found good reliability and validity
levels, especially with some trainings provided to peer raters
(Saito, 2008; Zhang et al., 2020). However, it has not been systemati-
cally investigated whether the fluency of the language used for
assessment is associated with the reliability or validity of assessment
results. We addressed this question in the current study by comparing
reliability and validity in EFL/ESL classrooms versus native English

student classrooms.

Discipline

Peer assessment has been conducted in many different subject areas,
including social science, science, engineering, business, and medical
courses. Two meta-analyses showed similar effects of Discipline: peer
assessments conducted in medical areas had lower validity in terms of
correlations with expert assessment than did peer assessment in all
other areas (Falchikov & Goldfinch, 2000; Li et al., 2016). The com-
plexity of the medical subject discipline requires expertise for high-

quality evaluation, which made using peer assessment challenging in
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medical subjects, especially for summative purpose. Leaving out the
medical subjects, no significant differences were reported between
social science/arts and science/engineering. In the Jeffery et al.
(2016) study, subject matter (i.e., hospitality and tourism management,
human health and nutritional sciences, molecular and cellular biology)
was not a significant factor influencing peer assessment reliability and
validity.

However, the results reported in those meta-analyses are synthe-
ses of studies conducted in different contexts and implemented with
various peer assessment processes. The non-significant differences
might have been influenced by confounds not controlled across the
studies. For example, supports offered by the peer assessment system
or the tasks (e.g., simple questions vs. essays) in different disciplines
to be reviewed might influence peer assessment reliability and valid-
ity. Therefore, larger datasets using more closely equivalent metrics
and with some commonalities in peer assessment process across disci-
plines would be better source to examine the discipline effect. Theo-
retically, a greater emphasis on objective rather than subjective
dimensions within assignments in science/engineering could produce

greater reliability.

222 |
task itself

Variables related to the peer assessment

While contextual variables surround peer assessments, task variables
involve the peer assessment task itself: the goals and characteristics
of the objects that are being evaluated, as well as the setup of the
peer assessment process. Each peer assessment activity is focused on
a certain task or assignment that the instructor directs students to
complete. This task can take many different formats, such as essay
writing, computer programming assignments, projects, and oral pre-
sentations. The instructor can also make many choices regarding how
the peer assessment process unfolds, such as peer rater training,
involving peer raters in the rubric development, written versus verbal
feedback, in-text comments versus summary comments, the number

of peer raters per document, and author and reviewer anonymity.

Class Size

Class Size refers to the number of students who participate in peer
assessment. For example, a large class could include hundreds of stu-
dents who submit their work to an online peer assessment system
and review peers' work in the context of large lecture courses or even
massive open online courses (MOQOCs, e.g., Piech et al., 2013). A small
class might involve only dozens of students engage in peer assess-
ment in a writing class (e.g., Gao et al., 2019). Few studies have been
done to investigate the effects of Class Size on peer assessment. Jeff-
ery et al. (2016) did not find correlations between peer assessment
reliability/validity and Class Size. In their study, class sizes of three
undergraduate courses were divided into small (<30 students),
medium (40-60 students), and large (>100 students) class sizes. The
results might be different if peer assessment were conducted in more

courses at each Class Size. Broader research on Class Size effects
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found that small classes can have fewer disengaged students because
teachers are better able to incentivise or support low-effort students
effectively and students are more likely to connect to the class setting
(Babcock & Betts, 2009; Dynarski et al., 2013). Similarly, Class Size
may negatively influence peer assessment reliability and validity
because it would be more difficult to build a shared understanding of
the rubrics in a large class in online peer assessment contexts. In addi-
tion, students in small class may be more likely to engage with the
peer assessment process because of closer connection to other stu-

dents and the instructors.

Rater training/experience

Raters' familiarity and understanding of the rating rubrics are consid-
ered to be important in peer assessment (Saito, 2008). In a recent
meta-analysis (Li et al., 2016), rater involvement in the rubric develop-
ment had a large effect on peer assessment validity. However, rater
training in general did not show any effect in the same study. It may
be the case that Rater Training needs to be conducted in certain ways
to be effective; well-structured rater training with exemplars and
practices was shown to be helpful for improving peer assessment
results (Jonsson & Svingby, 2007; van Zundert et al., 2010). It is also
important to note that training may have other benefits than improv-
ing reliability and validity of ratings. For example, Rater Training was
also reported to be the single most important factor associated with
learning outcomes in peer assessment (Li et al., 2020).

Within one course, a student might experience just one or two
peer assessment tasks by attending one or more assignments or com-
pleting one or more drafts. Having students provide peer assessments
on more occasions promoted consensus among peer raters and pro-
duced greater reliability in peer assessments of athletic training (Marty
et al., 2010), of computer projects (Tseng & Tsai, 2007), and of essay
writing (Xiao & Lucking, 2008). Extensive practice with peer assessment
within a course may be particularly useful for improving reliability and
validity as a kind of deliberate practice (Ericsson, 2008).

While prior peer assessment experience could be a positive factor
in promoting reliability/validity of assessment results, the opposite
effect could happen. For example, student performance may tend to
have less variability with more practice (e.g., lower-performing students
close gaps with higher-performing students with practice), which would
reduce the observed reliability and validity when assessed via correla-
tions due to restricted range problems (i.e., attenuated correlations due
to a narrower range of observed performances). Consistent with that
prediction, negative relationship of raters' prior experience and peer
assessment reliability have been observed (e.g., Li et al., 2020; Tseng &
Tsai, 2007). Different findings alongside potential confounds of rater
experience with restricted range concerns call for more research on this
factor. Assignment Number and Draft Number were used to measure
Rater Experience in the present study.

Number of raters per document
Mathematically, more accurate inferences come from a larger number
of independent observations (i.e., the reliability of the mean across N

ratings increases with N). Correspondingly, several studies have found
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that reliability or validity coefficients increased from 1 to 4 raters
(Bouzidi & Jaillet, 2009; Cho & Schunn, 2018; Sung et al., 2010), with
equivalent or close to instructor levels somewhere between 2 and
4 (Magin & Helmore, 2001; Schunn et al, 2016; Xiao &
Lucking, 2008). However, Cho and Schunn (2018) noted that there
were diminishing returns as the number of reviewers increase beyond
that point; they speculated that high reviewer workload might result
in lower reliability and validity as students rush to complete all the
reviewing tasks. A recent meta-analysis (Li et al., 2016) showed there
was no difference in peer assessment validity across different num-
bers of peer raters per document. In this meta-analysis, the number of
peer raters was bucketed into three categories: below 6 raters, 6-10
raters, and above 10 raters. To sum up, the Number of Raters seems
to impact the peer assessment results positively when the number is
relatively small (e.g., <6). However, the effect is likely to disappear

above 4 or 5.

2.2.3 | Variables related to rating rubrics

The third set of variables is about rubric-related variables. Rubrics are
essential in peer assessment, describing the expectations of each
competence level. Rubrics can increase rating consistency (Jonsson &
Svingby, 2007). In the literature, rubric-related variables are usually
measured at the assignment level since each assignment can have its
own rating rubrics. The variables mainly include indicators of rubric
appropriateness or quality, such as whether the rating rubric is ana-
lytic or holistic, whether the rating rubric fits the targeted student
population, and whether the rating rubric is specific and sufficiently

comprehensive.

Total number of rubric dimensions

Little research has been done to directly investigate the effect of Total
Number of Rubric Dimensions on peer assessment results. However,
a more extreme case has been studied in literature—analytic versus
holistic rating rubrics. Analytic rating rubrics involved rating each doc-
ument on multiple dimensions, while holistic rating rubrics involve
only one overall evaluation criterion. In the assessment literature, ana-
lytic versus holistic rating rubrics are comparable in terms of rating
results and reliability (Klein et al., 1998). Given the longer time it
requires to develop analytic rubrics and to complete each rating, a sin-
gle holistic rating rubric may be preferred given time and resource
constrains. Interestingly, Falchikov and Goldfinch (2000) reported that
peer assessment produced more accurate results when holistic rating
(i.e., global judgement) was used than when analytic rating involving
multiple individual dimensions was used. This finding is supported by
the study by Schunn et al. (2016) who found the correlations between
instructor and student ratings were higher for the overall essay rating
than for the rubric dimensions. However, a more general review on
rating rubrics showed that analytic rubrics led to more reliable ratings
(Jonsson & Svingby, 2007). As analytic rating rubrics tend to provide
more specific information for assessment, they may be more benefi-

cial to students if implemented properly, especially when the
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assessment is for formative purpose (i.e., providing feedback to

improve learning).

Specificity of rating rubrics

A rubric needs to be explicit and specific on what and how peer raters
are expected to assess, which can be done through giving a detailed
overview of the rubric or by given substantive anchor statements for
levels in the rating rubric (Jonsson & Svingby, 2007; Panadero
et al., 2013). Specificity of Rating Rubrics can prevent misunderstand-
ing or different understandings among peer raters. Prior research has
found that rubrics with a sufficient level of specificity could thereby
increase peer scoring reliability and construct validity (Jonsson &
Svingby, 2007; Miller, 2003; Panadero et al., 2013; Russell
et al., 2017).

Sensitivity of rating rubrics

Different from specificity, sensitivity involves the level of discriminating
power of the rating rubrics for the set of documents being evaluated. In
measurement theory, having enough variability of assessed documents
on a measure is a desired quality of any measure, which represents the
purpose of measurement (Brennan, 2005)—to differentiate the differ-
ent qualities/abilities/skills. More specifically for peer assessment,
Miller (2003) raised a concern regarding an observed restricted range in
peer ratings, which was argued to be largely due to the poor fit of the
rating rubric for the assessed population. More generally, if most stu-
dents in a class are given similar scores on a given rubric (i.e., there is
low document variability on the rubric), it does not necessarily mean
they have the same performance, but more likely that the rating rubric
was not sensitive enough to determine appropriate, more subtle perfor-
mance differences among the student population. A high-quality rubric
should ensure both specificity and sensitivity.

Average ability of peer raters

The Ability of Peer Raters is not directly a characteristic of a rating
rubric. But it could be measured at the rubric level if analytic peer rat-
ing (i.e., multiple dimensions to be assessed on) was utilised. That is,
even within one assignment, mean student performance could be high
on one rubric and low on another rubric. This mean level of student
performance could shape competence of assessors for the assessment
task or trigger different kinds of biases in ratings. It was reported that
the bottom 20% of peer reviewers had weaker review accuracy in the
context of MOOCs (de Alfaro & Shavlovsky, 2016). In addition, Mat-
suno (2009) reported that there appeared to be a central tendency
effect in peer rating wherein peer raters tended to rate high-quality
essays lower and low-quality essays higher. However, the opposite
effect was observed in the context of MOOCs wherein high-quality
work rated even higher and low-quality work rated even lower (Piech
et al,, 2013). Although results are not consistent, the ability of peer
raters appears to be related to rating accuracy. However, it has not
yet been studied how the average ability level of a class on a rubric is
associated with the overall reliability or validity of peer assessment

results with that rubric.
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2.3 | The present study
Based on the gaps in the literature on peer assessment, the present
study explores a wide range of variables, across the three different
levels that might influence peer assessment reliability and validity. It
leverages a large dataset including a variety of schools, disciplines, and
students using the same online peer assessment system. Each data
point is a rubric in an assignment within a course. One assignment
could then contribute multiple rubrics, and one course could contribute
multiple assignments. Reliability is assessed for every data point. Valid-
ity is also assessed for every data point when instructors also provided
assessments. Multi-level (rubrics nested within courses) structural equa-
tion models were used to estimate the relationships of the range of var-
iables at different levels with peer assessment reliability and validity.
Relationships between the variables with each other, along with the
relationship between reliability and validity are explored as well.
Correspondingly, three research questions were tested: (1) what
predicts peer assessment reliability?; (2) what predicts peer assessment
validity?; and (3) does variation in peer assessment reliability explain
validity? For research questions 1 and 2, from the literature review as
summarised in the prior section, we hypothesised significant effects for
some predictors (Discipline, Class Size, Average Number of Raters per
Document, Length of Rubric Description, and Number of Substantive
Anchor Statements in the Rubrics) and treated the others as explor-
atory because of mixed prior findings or theoretical predictions in both
directions (see Table 1). Related to research question 3, we also pre-
dicted a strong relationship between reliability and validity, but the
extent to which each predictor is specifically related to validity or medi-
ated through reliability was treated as an open question. However,
through exploratory model building, Document Quality Variability
(DQV) was positioned as a critical mediator in the analytical models.

3 | METHODS

3.1 | Dataset

The data were collected from an online peer assessment system,
Peerceptiv (Cho & Schunn, 2007; Schunn, 2016; Schunn et al., 2016).
The peer assessment process in the system includes several steps as
shown in Figure 1. First, instructors design rating rubrics for a given
assignment, and set up the peer assessment task including the rubrics
in the system. At least one rubric was required by the system, but one
or all of the seven levels of the rating rubrics could be left blank,
thereby including cases that had no meaningful rubric. Second, students
use the system to submit their documents before a specified deadline.
The assessed documents were most typically written documents, such
as essays or science reports, but could also be posters or projects with
extensive visual components. Third, students are asked to assess a
handful of their peers' documents randomly assigned to them during
a reviewing period, providing both ratings and comments according to

the rubrics. Fourth, authors are sometimes asked to revise their
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TABLE 1  Summary of measures.
Category Variable (hypothesised Effect)? Measurement level Measure description
Variables related to Education Level (o) Institution University vs. High School
the context Language (o) Institution English (including Foreign Easy) and Foreign Difficult
Discipline (+ for Science Course Humanities (including Business), Science, and
and Professions) Professions
Variables related to Assignment # (o) Assignment/Draft First Assignment vs. Later Assignments (indicator of
the task itself rater experience)
Draft # (o) Assignment/Draft First Draft vs. Later Drafts (indicator of rater
experience)
Class Size (—) Assignment/Draft Total Number of Documents Submitted
Average # of Raters Assignment/Draft Mean Number of Completed Peer Reviews per
per Document (+) Document, ranging from 3 to 6
Variables related Total # of Dimensions (o) Assignment/Draft Total number of dimensions in the rubrics

to rating rubrics Length of Rubric

Description (+)

Number of Substantive
Anchor Statements
in the Rubrics (+)

Average Ability of Peer Raters (o)
Document Quality Variability (+)

Rubric Dimension

Rubric Dimension

Rubric Dimension

Rubric Dimension

Total number of words in the rubric description after
pre-processing (i.e., removing punctuation and stop
words) (indicator of rubric specificity)

Number of Substantive Anchor Statements on the
7-point Rating Scale, ranging from O to 7 (indicator
of rubric specificity)

Mean of weighted average peer ratings

Standard deviation across documents of the weighted
average peer ratings for each document (indirect
results of rubric sensitivity)

?Hypothesised effect of the variables on Reliability/Validity: o, open; +, positive effect; —, negative effect.

Instructor preparation:
* Design assignment and grading rubrics
* Set up the task in the system

Student submission:
* Submit documents before deadline

2
&
Peer assessment: §
5 * Review peers’ submissions 5
> ¢ Provide feedbacks based on the rubrics &
g s
-0
~
?
Q
& Student revision:
* Revision based on feedbacks
FIGURE 1 A peer assessment process in the online peer

assessment system.

documents based on the feedback and resubmit a second (or third)
draft for peer assessment.

In the current study, 374 courses from 88 different institutions
were used for analyses, representing a total of 19,722 students. The
courses that met the following three criteria were selected: (1) at least
10 students submitted documents because reliability and validity are
difficult to estimate in extremely small classes; (2) (at the assignment
level) fewer than six raters per document so as not to confounding rater
workload with group assignments in which multiple students submit a

shared document but do reviewing work individually, which results in a
large number of raters per document; and (3) (at the rubric level) the
rubric used a 7-point rating scale because this was the most common
case in the peer assessment system and it is difficult to normalise pre-
dictors across scales with varying levels. Although a student could con-
tribute data to multiple courses, in practice this was quite rare (<1%),
and thus student-level data across courses was treated as independent,
and analyses were conducted instead at the assignment/rubric level.
Those 88 institutions include 33 high schools and 55 universities,
with 73 institutions from the United States and 15 institutions from
other countries (e.g., Australia, Cambodia, Canada, China, England,
Estonia, Singapore, and South Korea). Those 374 courses, given from
2009 to 2014, included 194 humanities courses, 5 business courses,
135 science courses, and 40 professions-related courses (e.g., law,
medical, communication disorders, pre-service teacher education, and
instructional design). The Human Subjects Review Board at the Uni-
versity of Pittsburgh reviewed the larger project and declared the

analysis of anonymised peer assessment data as non-human subject

research.
3.2 | Measures
3.2.1 | Inter-rater reliability

IRR was measured using an aggregate consistency type of ICC (Cho
et al, 2006) adapted for sparse reviewer x document matrices
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(i.e., only a few reviewers among many reviewers rate each of the

many submitted documents):

Msdocument — Mserror

IRR = 1

Msdocument ( )
The two mean square terms were calculated as below:
Z (X — Xmean)2

MS = 2

document Ndocument 1 ( )
2
22350 (x5 —xi)

Mserror = - (3)

Nrating -1

where i and j refer to document and rater respectively; Xmean is the
grand mean for all documents; x; is the mean for document i; x; is
the rating for document i by rater j; Ngocument iS the total number of
documents; and Niating is the total number of ratings. Therefore, MS,.
cument IS @ measure of variation across documents while MSg,,, is a
measure of disagreement among raters on the same document. IRR
can be negative when the MSyocument is smaller than MS,,,., (but the
negative cases should be rare), and it has an upper bound of 1, but no
lower bound.

IRRs were calculated separately for each rubric within an assign-
ment to investigate the rubric-level IRRs and to examine the effects
of the rubric-level predictors on the IRRs. The vast majority of the
peer assessment activities used analytic scoring with multiple grading
rubrics rather than just one overall holistic rating. Analytic peer rating
was utilised in 370 courses out of the 374 courses studied. The
374 courses yielded 3907 IRRs (i.e., approximately 10 IRRs per
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course). Figure 2 presents a frequency histogram of the IRR values. A
small number (1.6%) of IRRs smaller than —1 were winsorised to —1
to adjust for extreme cases. The mean IRR was 0.36. However, the

distribution was skewed, with a median of 0.48.

3.2.2 | Validity
In a subset of assignments, instructors rated at least some of the same
documents using the system (i.e., using the same interface and the
same rubrics). Instructors could choose to rate all the documents, or
they could spot check a subset of documents. Validity was measured
using the Pearson correlation between averaged peer ratings and
instructor ratings (Cho et al., 2006; Li et al., 2016) for a given rubric
dimension, treating these instructor ratings as ‘ground truth’. Such cor-
relations are bounded by —1 and +1. We included only correlations for
the cases in which at least 10 documents were rated by the instructor.
There were 1116 such correlations, coming from 97 courses at 38 dif-
ferent schools. Figure 3 presents the frequency histogram of the corre-
lations. The mean of these correlations was 0.45; there was a small
skew in the distribution, with a median of 0.51.

The Reliability and Validity measures were at the rubric level
within an assignment within a course. They were aggregated mea-
sures from a class of students' peer rating data.

3.2.3 | Predictors related to the context

To predict variations in Reliability and Validity, we included a range of
measures based on our theoretical framework (see Table 1). Those
variables: Education Level

measures include three contextual

500 - i —]
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400- [ -
[
€ 300- —
>
3 I
O
> i
) | =
= —
@
=} =
g 200- — \
L —
I
100 - }
|
I
0- . ]
| FIGURE 2 Frequency histogram of
-1.0 -0.5 0.0 0.5 1.0 inter-rater reliability (IRR) values, with the
IRR mean value indicated with the dotted line.
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FIGURE 3 Frequency histogram of
correlations between peer and instructor
ratings, with the mean value indicated

with the dotted line.
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(University vs. High School), Language (of native country), and Course
Discipline.

Language was initially divided into three categories based on its
distance to English since the web platform interface was English
(English, Foreign Easy, and Foreign Difficult). The categorisation of
the language variable was based on the language difficulty ranking
(Foreign Service Institute, 2017). Foreign Difficult corresponds to
their Category V, which requires 88 weeks (or approximately 2200 h)
of studying. Courses conducted in China and Korea were in this cate-
gory. For analysis, English and Foreign Easy categories were collapsed
to be one category due to the small number of cases for easy foreign
languages and also due to the high average proficiency with English in
the countries represented in the easy foreign languages category.

Course Discipline was measured in four categories (Humanities,
Business, Science, and Professions-related courses). Humanities and
Business courses were collapsed due to the small number of Business
courses and the frequent content overlap of Business courses with

humanities topics.

324 |
task itself

Predictors related to the peer assessment

Four task-level measures were included. To test effects of Rater Training
or Experience, Assignment Number (First Assignment vs. Later Assign-
ment) and Draft Number (First Draft vs. Later Draft) was included with
later assignments or drafts indicating that raters had more prior experi-
ence and better understanding about the rating rubrics and process: “first’
means the peer assessment was on the first draft submitted by students

while ‘later’ means it was on the revised and resubmitted drafts.

-0.5 0?0 ‘0.5 1.0
Validity

In the system, instructors could specify how many reviews each
student was required to do on an assignment. They could also allow
students to do additional reviews beyond that number. Sometimes
students did not complete the review task. These features led to vari-
ation in how many reviews each document received. We simply calcu-
lated a mean to produce the Average Number of Raters per
Document variable. Note that the small proportions of incomplete
responses from individual students did not impact the data analyses
because our measures were mainly at the assignment or rubric levels
and there were no missing values with the aggregate measures.

We did not have direct access to Class Size in the system. Instead,
Class Size was approximated by the Total Number of Documents
Submitted.

3.2.5 | Predictors related to rating rubrics

Three characteristics of grading rubrics were also included: Total
Number of Dimensions in the assignment rubric; Length of Rubric
Descriptions measured by the number of meaningful words (described
below); and Number of Substantive Anchor Statements (describe
below) for each of the points on the 7-point rating scale. Most of the
assignment rubrics involved analytic rather than holistic ratings.
Instead of distinguishing rating rubrics in terms of holistic versus ana-
lytic as is commonly done in the literature, we used a more granular
measure of Total Number of Dimensions. Length of Rubric Descrip-
tions and Number of Substantive Anchor Statements are indicators of
rating rubric specificity. The Total Number of Dimensions in the
rubrics was measured at the draft level while the other two variables

were measured at the rubric dimension level.
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Meaningful words were defined as words that are not stop words
or punctuation. There were a few (3%) rubric descriptions that had
more than 40 meaningful words, which were winsorised to 40 to mini-
mise the statistical biasing effect of extreme cases.

Substantive anchor statements were defined as statements with
more than five words. For example, this would exclude statements like
‘7—Excellent’ or ‘1—Poor’ which provided no information about what
characteristics a document would need to have in order to receive a
given rating. By contrast, anchor statements like ‘5—Most arguments
are well developed and logic and may be supported with independent
evidence (references and facts)” would be counted as substantive.
Since every included rubric had exactly seven levels and the opportu-
nity to include seven corresponding anchors, the number of substan-
tive anchor statements for a rubric ranged from O to 7.

Average Ability of Peer Raters was measured as a weighted mean
for each rubric dimension. Weights were based upon each peer
reviewer's overall reliability on the assignment, defined by the correla-
tion between that peer reviewer's ratings and mean ratings of the
other peer reviewers' rating for each paper in the pool of papers that
peer reviewed. This weighting function is used by the online peer
assessment system to remove the effects of students who rate ran-
domly or give high ratings to every paper. However, weighted and
unweighted means are typically quite similar.

DQV (measured by standard deviation of ratings on documents)
in a specific rubric dimension was included in the analysis as a result-
ing effect of rubric sensitivity. However, it was conceptualised a medi-
ator (as shown in Figures 4 and 5) because (1) it is not directly
controlled by the instruction; (2) it is likely influenced by a number of
other features of a rubric, like Average Ability of Peer Raters and
Draft Number; and (3) early model explorations revealed that it played
an important mediating role.

Document Quality Variability

Predictors of Different Levels

Tables 2 and 3 present the descriptive statistics for all the mea-
sures for the full dataset (N = 3907) and subset with validity values
(N = 1116). The Validity and Total Number of Documents measures
are leptokurtic, and several variables are skewed; these non-normality
issues were addressed in the analytic methods. Table 4 presents the
correlations among the continuous variables (full dataset in the lower
left; subset with validity values in the upper right). Generally speaking,
the two datasets showed very similar descriptive values and variable
correlations, suggesting that the validity subset was representative of
the larger dataset. Consistent with conceptualisation of DQV as a
mediator, it was strongly correlated with reliability and average peer
ability.

3.3 | Data analysis procedures

Two path models were constructed: a reliability model and a validity
model. The validity model is an extension of the first model but with a
smaller sample size because validity data was available in only a subset of
the cases. The reliability model is shown in Figure 4 with DQV as a medi-
ator and IRR as the outcome. The validity model is shown in Figure 5,
with both DQV and IRR as mediators and Validity as the outcome.

The path models were fitted in Mplus 8 (Muthén &
Muthén, 2017). Robust maximum likelihood estimation was used to
address the non-normality of the data. In addition, the data had a mul-
tilevel structure: rubric dimensions were nested inside drafts, which
were nested inside assignments, which were nested inside courses.
However, only the nesting of rubrics inside courses was formally mod-
elled because the majority of the courses only had one assignment
per course (66%) and one draft per assignment (84%). Therefore, the
assignment-/draft-level was not modelled in the analysis. We used

Inter-Rater Reliability FIGURE 4 Hypothetical model for
inter-rater reliability.

* Document Quality Variability |—-| Inter-Rater Reliability

Validity FIGURE 5 Hypothetical model for

Predictors of Different Levels }

Validity.
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TABLE 2 Descriptive statistics (Mean, SD, Skewness, and
Kurtosis) for each continuous measure for the full dataset (upper row)
and the validity dataset (lower row).

Measures Mean SD Skewness  Kurtosis
IRR 0.36 044 -1.15 3.99
0.40 043 -1.38 4.52
Validity 0.45 034 -201 9.27
Total # of dimensions 7.48 3.24 0.74 3.50
7.99 254 -0.08 3.48
Total # of documents 48.68 59.83 3.06 13.86
sz 4953 6078 273 10.59
Average # of raters per 3.93 0.67 0.52 2.62
document 392 063 056 287
Average Ability of Peer 5.35 056 -041 4.28
G 517 058 -007 3.55
Document Quality 1.27 0.31 0.98 4.99
Variability 128 029 098 543
Length of Rubric 12.54 9.76 1.40 4.00
Dl 1249 1012 155 406
TABLE 3 Relative frequencies for each level of the categorical

measures for the full dataset (top row) and the validity dataset
(bottom row).

Measures N Frequency
Education level 3907  High School: 17%; University: 83%
1116  High school: 19%; University: 81%

Discipline 3907 Humanities: 53%; Science: 38%;
Professions: 9%

1116  Humanities: 71%,; Science: 25%;
Professions: 3%

Language 3907  English: 81%; Foreign Difficult: 19%
1116  English: 58%; Foreign Difficult: 42%
Assignment # 3907  First: 62%,; Later: 38%
1116  First: 59%; Later: 41%
Draft # 3907  First: 85%; Later: 15%
1116  First: 79%; Later: 21%

Number of 3907 0:14%; 1: 1%; 2: 5%; 3: 13%; 4: 33%; 5:
substantive 2%; 6:2%; 7: 31%

Anchor 1116  0:2%; 1: 0.4%; 2: 2%; 3: 7%; 4: 34%; 5:
statements 1%; 6: 2%; 7: 51%

‘TYPE = COMPLEX’ function in Mplus to adjust standard errors due
to the nesting structure of the data (Muthén & Muthén, 2017).
Models were built in an iterative fashion to find best fitting parsi-
monious models, using the fit indices/criteria recommended by Hu
and Bentler (1999): a comparative fit index (CFIl) value >0.90; a root-
mean-square-error of the approximation (RMSEA) < 0.06; and the
standardised root mean square residual (SRMR) < 0.08. We examined
all the three indices and compared them to the recommended cutoffs

in order to control both Type | and Type Il errors (Hu &
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Bentler, 1999). We did not use the x? test for model evaluation pur-
pose because even strong models will produce a significant deviation
in fit with large enough sample sizes (Markland, 2007). Models that
included all the predictors generally had poor model fits. By dropping
weak predictors, acceptably fitting models were obtained. However, it
is important to note that the core predictors included in the final

models were robust predictors across all model variations.

4 | RESULTS
41 | Inter-rater reliability model
41.1 | Overall model quality

The original model with all variables (see Appendix A) had non-
satisfactory fit (CFl = 0.88; RMSEA = 0.03; and SRMR = 0.05), sug-
gesting the need for a better model. After deleting two non-significant
variables from the original model (Total # of Dimensions in the Rubrics
and Number of Substantive Anchor Statements), the model fit became
acceptable (CFl = 0.90; RMSEA = 0.03; and SRMR = 0.05), and this
model is presented in Figure 6 and discussed in detail below (see
Appendix B for model details). Both the intermediate outcome, DQV,
and the final outcome, IRR, were largely explained by the included
predictors (R? = 0.37 and 0.45 respectively; see Figure 6).

412 |
Variability

The central role of Document Quality

The existence of a positive path from DQV to IRR is to be expected.
However, that DQV is such a strong and primary predictor of IRR
(y =0.63, p < 0.01) is the important empirical finding of this study.
Further, the strength of this one variable allows for other variables to
be grouped by those that also have a direct effect on IRR and those
that have indirect effects via DQV (i.e., influence IRR levels because
they influence DQV levels).

4.1.3 | Otherdirect predictors of IRR
Three variables were only directly related to IRR. The largest predictor
other than DQV was Average # of Raters per Assignment. Interestingly,
it negatively predicted IRR (y = —0.14, p < 0.01). As the number of raters
per assignment increases, reviewer work load necessarily increases
(Cho & Schunn, 2018), which may reduce the effort students are willing
to put into each review. As shown in Figure 7a, the best performance
levels were found with approximately three reviewers per document.
Class Size as measured by Total # of Documents submitted for a
certain assignment/draft had a small positive effect on IRR (y = 0.12,
p < 0.01), meaning that larger classes had higher IRRs, which is unex-
pected. Figure 8 shows the bivariate relation between Class Size and

IRR (Figure 8a) or DQV (Figure 8b), to explore whether larger classes
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TABLE 4 Correlation matrices for the full dataset (lower left) and the validity dataset (upper right).
2 3 4 5 6 7 8 9
1. Val 0.28*** 0.06* —0.05 0.08** —0.10** 0.31*** 0.01 0.02
2.IRR = 0.03 0.25%** —0.04 —0.05 0.67*** 0.25*** —0.22***
3. #Dim 0.02 - 0.26*** 0.08* 0.12*** 0.06 0.14*** 0.06
4. #Doc 0.13*** 0.08*** = 0.22*** 0.29*** 0.15*** 0.47*** —0.22***
5. #Rater —0.10*** —0.08*** 0.29*** - 0.08** 0.12*** —0.08** —0.24***
6. Mean —0.23*** 0.00 0.13*** 0.02 = —0.26*** 0.21*** —0.41***
7.DQV 0.64*** 0.04* 0.08*** 0.03 —0.43*** - 0.11*** —0.21***
8. Length 0.12*** 0.01 0.12*** —0.04* 0.09*** 0.05** = —0.13***
9. #Anch —0.04* 0.27*** 0.03* 0.08*** —0.11*** —0.06*** —0.05** -

Note: 1. Validity; 2. Inter-rater reliability (IRR); 3. Total # of dimensions; 4. Total # of documents submitted; 5. Average # of raters per document; 6.
Average ability of peer raters; 7. DQV of document quality; 8. Length of rubric description; and 9. Number of substantive anchor statements.

*p < 0.05; **p < 0.01; **p < 0.001.

| Length of Rubric Description

FIGURE 6 Inter-rater reliability model
results with the dotted line meaning

R2=45% negative coefficient and the width of the

Inter-Rater Reliability

line meaning the magnitude of the

| Discipline: Professions

| Discipline: Science

coefficient. Dotted lines indicate negative
effects while solid lines indicate positive
effects. Dotted box outline indicates a
total negative effect while solid box
outline indicates a total positive effect.
Shadowed variables have the largest

' Average Ability of Peer Raters I— -—— =

Document Quality Variability

effects overall on inter-rater reliability.

-
-
-—

also had more variability. However, the figures show a clear pattern
that Class Size was more impactful on IRR than on DQV. Further, the
smaller classes with less than 30 submitted papers appeared to have
much lower IRRs while only having slightly lower DQV.

As expected, Length of Rubric Description also positively pre-
dicted IRR (y = 0.07, p < 0.01), but with a small magnitude; it is plausi-
ble that more qualitative features of rubric descriptions (e.g., the
presence of student friendly language; whether the teacher explained

the rubrics in class) could be stronger predictors.

4.1.4

| Indirect predictors of IRR

Average Ability of Peer Raters had the strongest indirect effects on
IRR through DQV (y = —0.36, p < 0.01), and it had no direct effects
on IRR. The effect of Average Ability of Peer Raters on DQV was gen-
erally a ceiling effect. As shown in Table 2, the Average Ability of Peer
Raters across all courses was 5.4 out of 7, which was approaching the
high end of the scales. Further, Figure 7b shows a severe drop in IRR

when the mean was larger than 6 out of 7.

R2=37%

In addition, courses offered in countries where English is a difficult
foreign language had a substantially lower IRR levels (see Figure 7c)
because they had smaller variations in document quality (y = —0.16,
p < 0.01). This specific group (foreign difficult) was using peer assess-
ment in English language courses, which may have often involved short
writing assignments and students with relatively similar basic English
writing skills. Note that there was no direct effect on IRR; rather, the
problem was one of restricted variation in document quality.

The Discipline variable (Professions-related and Science courses)
tended to have a positive effect on IRR that was at least partially indi-
rect via DQV, which is consistent with our hypotheses. Professions-
related courses led to higher IRR both through a direct path (y = 0.09,
p < 0.01) and through an indirect path via DQV (y = 0.11, p < 0.01),
while Science had only indirect effect via DQV (y = 0.11, p < 0.01).
That is, the increased level of IRR found in courses from the profes-
sions and from the sciences occurred primarily because those courses
tended to have higher variability in document quality.

Finally, Education Level (University) and Draft # (Later Draft) had
small negative indirect effects on IRR via DQV (y = —0.06, p < 0.05;
and y = —0.06, p < 0.01). That is, IRR was lower in university courses
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through the less document variability in those courses relative to
K-12 courses, and later drafts of a given assignment had lower IRR
through the decrease of document variability. However, we also note
that the magnitude of these variables on IRR was relatively small and

perhaps not of practical importance.

4.2 | Validity model

421 | Overall model quality

The results of the validity model with all variables (see Appendix C)
had non-satisfactory model fit (p < 0.01; CFl = 0.73; RMSEA = 0.07;
and SRMR = 0.11), indicating a need for modification. Five variables
from the full validity model were deleted sequentially either due to
collinearity or non-significance: Language (Foreign Difficult), Disci-
pline, Education Level (University), Total # of Dimensions in the
Rubrics, Length of Rubric Description, and Number of Substantive
Anchor Statements. After that, the model fit became good
(CFI = 0.93; RMSEA = 0.05; and SRMR = 0.07), and this model is
presented in Figure 9 and discussed in detail below (see Appendix D
for model details). DQV, IRR, and Validity were explained by the
included predictors to some extent (R? = 0.25, 0.58, and 0.16, respec-
tively) as shown in Figure 9.

422 | The role of the intermediate variables

Consistent with the IRR model, the strong path from DQV to IRR
was found in the validity model as well (y = 0.56, p < 0.01). In addi-
tion, the path from IRR to Validity was positive (y = 0.24, p < 0.01),
which is consistent with the theory that reliability is related to
validity in a positive way in that it can set an upper bound for mea-
sures of validity (Weiner et al., 2003). Figure 10a shows the posi-
tive bivariate relation between IRR and Validity. The mean validity
appeared to be highest for the cases with IRR larger than 0.5. Inter-
estingly, the direct effect of DQV on Validity was also significant
(y =0.21, p < 0.01), even after controlling for the indirect effect
from DQYV to Validity via IRR. The central role of DQV in mediating
the effects on both IRR and Validity is an important finding. In sum,
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the effect of different predictors on Validity could be either direct
or indirect via DQV or IRR or both.

423 | Direct predictors of validity

Two direct effects on Validity were found. Assignment # and Average
# of Raters both have positive direct effect on Validity (y = 0.16,
p <0.01; and y = 0.12, p < 0.05). Later assignments tend to have a
higher validity as compared with that of the first assignment. Average
# of Raters was shown to have negative effect on IRR in the previous
section, but it showed a direct positive effect on Validity.

424 | Indirect predictors of Validity

The two intermediate variables, DQV and IRR, created three possible
paths from the predictors to Validity in the model: (a) predictors —
DQV — IRR — Validity; (b) predictors — DQV — Validity; and
(c) predictors — IRR — Validity. Path (a) was the more indirect path
going through both intermediate variables, which often results in a
small indirect effect. Path (b) and (c) only had one mediator.

The two variables that had direct effects on Validity also had indi-
rect effects. The indirect effect of Assignment # on Validity was sig-
nificant only through path (a) (y = —0.02, p < 0.05) with a trivial
magnitude, which means that the total effect of Assignment # on
Validity was mainly the direct positive effect. The indirect effect of
Average # of Raters on Validity was only through path (c) (y = —0.05,
p < 0.01) with a small magnitude. Therefore, the main total effect of
Average # of Raters on Validity was also the direct positive effect.
The bivariate relations between the two predictors and Validity are
shown in Figure 10b,c, both showing a small positive relation.

Draft #, Average Ability of Peer Raters, and Class Size only had
indirect effects on Validity. The indirect effects of Draft # went
through all three paths with a total indirect effect of —0.19 (p < 0.01).
Later drafts had lower Validity, and the effect was through both IRR
and DQV. The revised drafts (later drafts) tended to have less varia-
tion from one author to another because they had received feedback
and made revisions. At the same time, the revised drafts also directly

led to lower IRRs.

R2=158%
___,--;;ill Inter-Rater Reliability
-~ R2=16%
’/
Validity
“““““ SO R2=25%
R ee e e b : S : s
i Average Ability of Peer Raters t===== :’| Document Quality Variability

FIGURE 9 Validity model results with the dotted line meaning negative coefficient and the width of the line meaning the magnitude of the
coefficient. Dotted lines indicate negative effects while solid lines indicate positive effects. Dotted box outline indicates a total negative effect on
Validity while solid box outline indicates a total positive effect on Validity. Shadowed variables have the largest overall effects on Validity.
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FIGURE 10 Mean of Validity as a function of inter-rater reliability, Assignment #, Average # of Raters per Assignment and Draft #. The error

bars are shown at the top.

Average Ability of Peer Raters had a total indirect effect of —0.10
(p < 0.01) through path (a) and (b). Again, Average Ability of Peer
Raters had a ceiling effect on DQV, which was the main reason for
the negative effect on Validity as well. The indirect effect of Class Size
was only through path (c) (y = 0.03, p < 0.05), which was a rather

small effect.
5 | DISCUSSION
5.1 | The central pathway: Document Quality

Variability

Consistent with the hypothesised IRR model, DQV was found to be a
strong direct predictor of IRR and a particularly important mediator of
the effects of many other predictors. The strong direct relationship
of DQV to IRR was consistently shown in both the Reliability and
Validity SEM models. Mathematically, it is consistent with the way
IRR is calculated: comparing peer rater disagreement to the variability
of the measured documents. As the variability of the measured docu-
ments increases, the resulting proportion for a given level of disagree-
ment is therefore less, which leads to a larger IRR. This is also
consistent with Generalizability Theory (Brennan, 2005), where reli-
ability is boosted if the purpose of measurement has a larger share of
the overall variation. The purpose of measurement is the ‘good’ varia-
tion that we desire, for example, student performance variation; while
the other facets are the ‘bad’ variation that we want to minimise, for

example, disagreement among raters. Conceptually, it is also

consistent with cognitive processes in human assessment: given larger
variability of peer performance, it is usually easier for peer raters to
consistently see such large distinctions. By contrast, subtle differences
would be a source of disagreement.

In addition to the strong direct effect of DQV on IRR, a direct
positive effect was also detected from DQV to Validity. Conceptually,
larger distinctions in quality are likely easier to involve agreement,
either for the agreement among peer reviewers or the agreement

between peer reviewers and instructors.

5.2 | Consistency of the two models: Predictors of
both Reliability and Validity

In addition to the important finding on the central role of DQV, the
Reliability model and the Validity model also agreed on several other
findings, indicating the robustness of the models for the strongest
relationships, despite involving substantially different amounts of
data. For example, most of the effects on IRR across context, task,
and rubric levels were consistently found in both the IRR and Validity
models. Here, we discuss each of the consistent relationships.

First, Average # of Raters per Document consistently showed
direct negative effects on IRR, which contradicted with our hypothe-
sised positive effect. This negative relationship might be related to
workload effects: when each student is asked to rate more docu-
ments, they may put less work into each review (Cho &
Schunn, 2018). When dealing with concerns about IRR, it is typical to
respond by increasing the number of raters to produce a higher
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effective reliability of the average rating across raters, with the
assumption that reliability of each rater is held constant as one
increases the number of raters. The findings of our model show that
this assumption does not hold. Instead, effective reliability of a set of
raters depends upon a tradeoff between the traditional benefits of
more raters with negative workload effects. From this large dataset,
having three reviewers seemed to be likely to offer a good balance as
shown in Figure 7a. However, other contexts not involving the same
number of scaffolds in the currently studied peer review system might
produce a different ideal number of reviewers.

Second, Average Ability of Peer Raters # had a large negative
relationship to both IRR and Validity, directly or through mediation via
DQV. This observed large negative effect of Average Ability of Peer
Raters was essentially a ceiling effect (i.e., no further variation is possi-
ble when the maximum of the scale is reached). Prior research also
found that students tended to give high scores in online learning con-
texts (e.g., Garcia-loro et al., 2020; Li et al, 2020). Pragmatically
speaking, it is not important that every dimension avoid this problem.
When an assignment has a mixture of rubrics varying widely in aver-
age ratings, the rubrics that have ratings clustered at the top will con-
tribute little to variation in overall document ratings, and the rubrics
that have more variation will contribute more to overall document rat-
ings. The current analyses show that rubrics with more pragmatic
influence on overall scores will also tend to have greater IRR.

Although it is useful for student learning to have students revise
and improve their work by implementing peer feedback (Wu & Schunn,
2020a, 2020b), the negative effect of Draft # on IRR and Validity tells a
different story from the perspective of rating accuracy. Li et al. (2020)
also observed an adverse correlation between the number of reviews
completed by each rater and peer assessment reliability in the context
of MOQOC:s. The effect of Draft # on Validity was substantial in size and
involved indirect pathways through both DQV and IRR: later drafts
were associated with both lower DQV and lower IRR, both of which
then led to a lower validity. Having lower DQV in later drafts is perhaps
not surprising, as students address the issues their peers are able to
identify. The additional direct relationship to IRR may reflect that the
remaining issues not addressed in the revisions are ones that are more
challenging for the class and thus partially beyond what they are able
to consistently identify. An alternative explanation could be that revi-
sions might have addressed comments of some reviewers, but not of all
reviewers. When the revised drafts went back to the same set of
reviewers, the disagreement among reviewers on the same piece of
document potentially turned larger due to the uneven addressing of
reviewers' comments. At the same time, large disagreement among
raters for later drafts could be confusing to the ratee, potentially harm-
ing their trust in the peer assessment process and motivation to build
upon the feedback. Training may produce larger consensus among
raters. In addition, instructor intervention (e.g., providing feedbacks/
guidance) seems to be necessary for the documents with large dis-
agreement among peers. Our results suggest this could happen more
often with later drafts than with the first one. In contexts where
instructor or teaching assistant grading is possible, strategically focusing

on grading in later drafts is recommended based on these results.
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Third, different from the hypothesised negative effect, Class Size
had a positive effect on both IRR and Validity. The effect was direct
for IRR and indirect via IRR for Validity. There might be specific fea-
tures of small classes that contributed to the smaller IRRs; it is plausi-
ble that the small classes were less resourced (e.g., less teaching
assistant help), which might have resulted in less structured imple-
mentation of peer assessment activities. This positive effect supports
the use of interactive instructional models like peer assessment espe-
cially in large classes; such support is important because strategies like
peer assessment enable large classes to assign complex tasks that nor-
mally could not be assigned due to limited assessment resources. That
the relationship was positive and not mediated via DQV is interesting.
Follow-up research is required to understand this pattern. For exam-
ple, are larger classes more likely to involve explicit training on peer
review or do smaller classes tend to have more complex or heteroge-
neous document topics (e.g., as would be the case in research papers)
and less functional anonymity (i.e., reviewers can guess author iden-
tity because of classroom discussions of paper topics)?

Fourth, there was the expected positive relationship between IRR
and Validity. RQ3 is strongly supported by the results. This relation-
ship was sufficiently strong and consistent that it supports a useful
rule-of-thumb for instructors: in order to have a high likelihood of
having an acceptable validity, it seems necessary to have at least a
medium-high IRR (e.g., >0.5 based in Figure 10a). However, it was also
interesting to note that having near zero IRR still generally involved
positive validity correlations. Thus, these data call into question the
general wisdom that reliability is a necessary pre-condition of validity.
Instead, we observed that moderate levels of validity are possible
despite low levels of IRR, but high levels of validity are most consis-
tently obtained with at least moderate reliability levels. This pattern
can be reconciled with a view of peer assessment as individually
incomplete: each peer tends to identify and comment upon legitimate
problems in the document (Wu & Schunn, 2020c) but they rarely
notice all the problems in the document (Gao et al., 2019). That is,
because different students see different issues, potentially of different
importance, IRR can be expected to be low. But the problems they
notice are real and thus contribute to a valid assessment, particularly
when the average of multiple peers are combined.

To sum up, the major effects on IRR were consistent to a large
extent in both the Reliability and Validity models. Three variables,
Average Ability of Peer Raters, Draft # and Class Size, drove both IRR
and Validity in a similar way but with different magnitudes. The ceiling
effect of Average Ability of Peer Raters is somewhat consistent with
the central tendency effect in Matsuno (2009) or the exaggeration
effect in Piech et al. (2013), which both indicated more errors at
extreme quality levels. Interestingly, neither the Average Ability of
Peer Raters effect nor the Class Size effect nor the Draft # effect has
been studied in meta-analyses of reliability or validity. The currently
observed draft # effect is somewhat contradicting the positive rater
involvement effect reported in meta-analysis (Li et al., 2016). How-
ever, repeated use of peer assessment in later drafts is importantly
different from direct rater training in that it confounds rating experi-

ence effect with other variables like potentially more homogeneous
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documents, raters' expectations from a previous draft, or document
improvements based upon feedback that do not translate into better
understanding about the rubrics and improved performance in later
assignments. Raters' motivation might also explain the negative corre-
lation between Draft # and IRR/Validity (Li et al., 2020; Meek
et al., 2017). If students are less motivated to participate in multiple
drafts, more experiences might reduce peer assessment reliability/
validity. As expected, more significant moderators including small
effect size moderators were found in this study, as compared to most

meta-analyses, due to the larger statistical power.

53 |
validity

Unique effects that drive reliability and

Although there was much agreement in the findings of the Reliability
and Validity models, there were several differences between the two
models. Some of the differences were in what was a statistically sig-
nificant predictor of DQV or IRR, and some of the differences are
between what are the effects on IRR versus effects on Validity.

To begin with, while Average # of Raters per Document consis-
tently showed negative effects on IRR across the two models, its
effect on Validity was positive and direct. As mentioned in the previ-
ous section regarding a potential workload effect on IRR, the average
rating drawn from a larger number of peer ratings appeared to pro-
duce a more unbiased evaluation and therefore higher validity. One
explanation is that the different biases possibly cancelled out each
other with a larger number of peer raters (Brennan, 2005). Thus, prac-
titioners will need to find a good tradeoff between (1) balancing biases
via obtaining more diverse evaluations and (2) selecting a peer assess-
ment workload that is appropriate for students and the
assessment task.

Second, Assignment # was positively related to Validity, but not
IRR. This pattern of results for Assignment # (including the negative
relationship to DQV) is consistent with a practice effect (improve-
ments in understanding of rubrics and task performance), and it sup-
ports the use of peer assessment activities at multiple times for
different assignments throughout the semester to achieve better con-
sensus between peers and experts. In theory, getting authentic peer
assessment experience seems to be an effective approach for
peer raters to understand the rubrics as suggested by the positive
relation between Assignment # and Validity. Practically speaking how-
ever, further research is required to understand whether validity con-
tinues to improve after the second assignment. The current dataset
had too few courses using more than two assignments to robustly
examine this issue beyond the second assignment.

Third, several contextual variables significantly associated with
IRR (i.e., Language, Education Level, and Discipline) did not show sta-
tistical significance with IRR or Validity in the Validity model. These
contextual variables may have been primarily related to IRR only, with
effects that were not strong enough to drive Validity. In addition,
with the smaller dataset used in the Validity model, those effects may

have disappeared due to the reduced statistical power. Alternatively,
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there may have been systematic differences in the courses that
included validity data. Peer assessment may have different reliability
and validity results when implemented in different contexts
(Falchikov & Goldfinch, 2000; Li et al., 2016). Additional research will
be needed to understand what is underlying the effects of those three
contextual variables on IRR to further unpack why they might not
have effects on Validity. Practically, the lack of any large effects of
those contextual variables on Validity supports the broad use of peer
assessment across those contexts of language, Educational Level, and
Discipline.

Fourth, only one specific rubric-related characteristic (Length of
Rubric Description) was found to be associated with IRR, but this
effect was rather small and it did not show up as a significant predic-
tor of IRR or Validity in the Validity model, where the sample size
decreased. On the one hand, long rubric descriptions may include mul-
tiple problems, which may distract rater attention from the most sig-
nificant problem. On the other hand, this finding may suggest that
rubrics may play less of a central role in validity than was hypothe-
sised. For example, perhaps training with exemplars may be sufficient
to counter the negative effects of weak rubrics. That the specific
rubric-related variables that were tested here did not show strong
effects may simply suggest more qualitative and fine-grained charac-
teristics need to be investigated to specifically target rubric sensitivity
and specificity.

5.4 | Practical implications

There are several important implications for practice. First, when
instructors want to increase IRR and validity of ratings, they can
include more students with different proficiency levels in the subject
area in peer assessment (e.g., by including students across sections in
a common peer assessment task) or they should avoid using rubric
scales that will mainly have students cluster at the top (or bottom) of
the scale. Second, the appropriate number of peer raters usually lies
within 3-to-5 raters per document. Depending on the purpose of the
evaluation, whether it is more important to have agreement among
peer raters or to have agreement between peer raters and the instruc-
tor, a slightly smaller number or larger number should be selected.
Instructors should avoid going beyond 5 raters, as this large workload
could negatively motivate student engagement. Third, teachers should
use peer assessment activities primarily for first drafts rather than for
second or later drafts of an assignment to avoid confusion to students
caused by larger disagreements among peers or between peers and

instructors.

5.5 | Limitations and future research

The study bears several limitations. First, while we have included a
broad range of variables in the model across context, assessment task,
and rubric levels, the list of measured variables is neither perfect nor

exhaustive. More fine-grained or qualitative characteristics that were
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not available in the currently studied dataset could be investigated in
future research (e.g., the presence of student-friendly language;
whether the students were included in the rubric development;
whether teacher explained the rubric in class). In addition, inclusion of
other characteristics of the actual peer assessment tasks or character-
istics of the measured document in the model might produce extra
insights.

Second, while we have included a large-scale cross-context sample
in this study, the majority of the sample was first draft and first assign-
ment because most of the courses only implemented peer assessment
once throughout the course. This imbalance in the sample might have
introduced some biases regarding to the effects of Draft # and Assign-
ment #. Therefore, those effects are worthy of further investigation.

Third, this study collected data from a specific online peer assess-
ment platform, with its specific functionalities. Many of the features
used in this platform (e.g., anonymous, multi-peer, analytic reviewing
with support comments) are relatively common. However, the online
peer assessment system at the time only supported written or visual
documents to be peer reviewed, not video or audio documents. Gen-
eralising the findings to an even broader context (e.g., paper-based
reviewing, reviewing on multimedia documents or non-anonymous
reviewing) will require collecting data from those contexts.

Finally, it is important to recognise that the current SEM analyses,
similar to moderator analyses in meta-analysis, are fundamentally cor-
relational in nature. Many important correlates were included in the
analyses, and because of the improved power in the current approach,
unique statistical relationships were better teased apart. However,
there could be other confounds at play, and future experimental
manipulations should be conducted to verify the causal status of the

variables that were identified in the current study.
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APPENDIX A

ORIGINAL MODEL FOR INTER-RATER RELIABILITY

Std. z- p-

coefficient ~ Value Value
Document Quality Variability ON
Education Level: University -0.08 -1.67 0.10
Language: Foreign Difficult -0.26 -4.72 <0.01
Discipline: Professions 0.17 549 <001
Discipline: Science 0.17 3.68 <0.01
Assignment # —0.05 —1.54 0.13
Draft # —-0.09 -3.38 <0.01
Class Size 0.04 1.14 0.25
Average # of Raters per Document 0.01 0.31 0.76
Total # of Dimensions 0.03 0.62 0.53
Length of Rubric Description 0.00 0.14 0.89
Number of Substantive Anchor -0.01 -0.17 0.87

Statements in the Rubrics

Average Ability of Peer Raters -0.58 -16.35 <0.01
Inter-Rater Reliability ON
Education Level: University -0.05 -1.63 0.10
Language: Foreign Difficult 0.07 1.73 0.08
Discipline: Professions 0.09 295 <0.01

(Continues)

XIONG ET AL.
Std. z- p-
coefficient ~ Value Value
Discipline: Science 0.02 0.49 0.63
Assignment # -0.01 -047 0.64
Draft # —-0.07 —1.60 0.11
Class Size 0.12 497 <0.01
Average # of Raters per Document  —0.15 —-6.06 <0.01
Total # of Dimensions —0.04 —1.54 0.12
Length of Rubric Description 0.07 3.29 <0.01
Number of Substantive Anchor 0.01 0.29 0.77
Statements in the Rubrics
Average Ability of Peer Raters 0.05 1.63 0.10
Document Quality Variability 0.63 2467 <0.01
APPENDIX B
FINAL MODEL FOR INTER-RATER RELIABILITY
Std. z- p-
coefficient Value Value
Document Quality Variability
ON
Education Level: University -0.09 —2.03 <0.05
Language: Foreign Difficult -0.25 -527 <0.01
Discipline: Professions 0.17 5.37 <0.01
Discipline: Science 0.18 3.73 <0.01
Assignment # —-0.05 —1.52 0.13
Draft # -0.09 -343 <0.01
Class Size 0.04 1.27 0.20
Average # of Raters per 0.00 0.17 0.87
Document
Length of Rubric Description 0.01 0.16 0.87
Average Ability of Peer Raters -0.58 —16.53 <0.01
Inter-Rater Reliability ON
Education Level: University -0.04 —-1.45 0.15
Language: Foreign Difficult 0.07 1.76 0.08
Discipline: Professions 0.09 3.06 <0.01
Discipline: Science 0.01 0.30 0.76
Assignment # -0.01 —-0.49 0.63
Draft # —0.07 —1.53 0.13
Class Size 0.12 483 <0.01
Average # of Raters per -0.14 -5.77 <0.01
Document
Length of Rubric Description 0.07 3.31 <0.01
Average Ability of Peer Raters 0.04 1.52 0.13
Document Quality Variability 0.63 2456 <0.01
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APPENDIX C

ORIGINAL MODEL FOR VALIDITY

Document Quality Variability ON
Education Level: University
Language: Foreign Difficult
Discipline: Professions
Discipline: Science

Assignment #

Draft #

Class Size

Average # of Raters per Document
Total # of Dimensions

Length of Rubric Description

Number of Substantive Anchor
Statements in the Rubrics

Average Ability of Peer Raters
Inter-rater Reliability ON
Education Level: University
Language: Foreign Difficult
Discipline: Professions
Discipline: Science
Assignment #

Draft #

Class Size

Average # of Raters per Document
Total # of Dimensions

Length of Rubric Description

Number of Substantive Anchor
Statements in the Rubrics

Average Ability of Peer Raters
Document Quality Variability
Validity ON

Education Level: University
Language: Foreign Difficult
Discipline: Professions
Discipline: Science
Assignment #

Draft #

Class Size

Average # of Raters per Document

Total # of Dimensions

Std.
coefficient

—0.02
—-0.40
0.21
0.17
—0.02
-0.16
0.03
-0.01
0.10
—0.06
—0.06

—0.60

—-0.04
—-0.01
0.05
—0.05
—-0.05
—0.30
0.11
-0.21
0.00
0.07
0.04

0.08
0.55

-0.04
—0.33
—-0.07
0.02
0.21
0.08
—-0.20
0.10
0.02

7-
Value

-0.26
-3.87
3.05
341
—0.30
-3.79
041
-0.17
1.59
-1.45
-0.72

—8.38

-0.67
-0.17
1.15
-0.93
-1.27
—5.12
2.67
—4.28
0.05
2.07
1.02

1.62
12.38

—0.59
—2.22
—-1.55
0.23
4.70
1.60
-1.07
1.60
0.51

(Continues)

p-
Value

0.80
<0.01
<0.01
<0.01

0.76
<0.01

0.68

0.86

0.11

0.15

047

<0.01

0.50
0.87
0.25
0.35
0.21
<0.01
<0.01
<0.01
0.96
<0.05
0.31

0.11
<0.01

0.56
<0.05
0.12
0.82
<0.01
0.11
0.29
0.11
0.61

Length of Rubric Description

Number of Substantive Anchor
Statements in the Rubrics

Average Ability of Peer Raters
Document Quality Variability
Inter-Rater Reliability

APPENDIX D

FINAL MODEL FOR VALIDITY

Document Quality Variability
ON

Assignment #
Draft #
Class Size

Average # of Raters per
Document

Average Ability of Peer Raters
Inter-Rater Reliability ON
Assignment #

Draft #

Class Size

Average # of Raters per
Document

Average Ability of Peer Raters
Document Quality Variability
Validity ON

Assignment #

Draft #

Class Size

Average # of Raters per
Document

Average Ability of Peer Raters
Document Quality Variability
Inter-Rater Reliability

Std.
coefficient

0.00
0.24

—0.03
0.17
0.23

Std.
coefficient

-0.12
-0.34
0.15
0.03

—0.33

-0.07
—-0.30

0.11
-0.20

0.07
0.56

0.16
0.05
-0.15
0.12

0.02
0.21
0.24

z-
Value

-0.06
1.88

-0.43
2.62
4.20

Value

—-2.33
-8.23
2.30
0.47

=727/

—1.64
-4.98

3.05
—4.96

1.59
16.54

4.23
1.08
-0.78
2.00

0.39
4.26
4.59
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p-
Value
0.95

0.06

0.67
<0.01
<0.01

p-
Value

<0.05
<0.01
<0.05

0.64

<0.01

0.10
<0.01
<0.01
<0.01

0.11
<0.01

<0.01
0.28
0.43
<0.05

0.70
<0.01
<0.01
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